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The psychology of misinformation — the 

mental shortcuts, confusions, and illusions that 

encourage us to believe things that aren’t true 

— can tell us a lot about how to prevent its 

harmful effects. Our psychology is what 

affects whether corrections work, what we 

should teach in media literacy courses, and 

why we’re vulnerable to misinformation in the 

first place. It’s also a fascinating insight into 

the human brain. 

Though psychological concepts originate in academia, many have found their way into everyday language. 

Cognitive dissonance, first described in 1957, is one; confirmation bias is another. And this is part of the 

problem. Just as we have armchair epidemiologists, we can easily become armchair cognitive scientists, and 

mischaracterization of these concepts can create new forms of misinformation. 

If reporters, fact checkers, researchers, technologists, and influencers working with misinformation (which, let’s 

face it, is almost all of them) don’t understand these distinctions, it isn’t simply a case of mistaking an obscure 

academic term. It risks becoming part of the problem. 

We list the major psychological concepts that relate to misinformation, its correction, and prevention. They’re 

intended as a starting point rather than the last word — use the suggested further reading to dive deeper. 

What to read next: “A Perspective on the Theoretical Foundation of Dual Process Models”  
by Gordon Pennycook, published in Dual Process Theory 2.0 in 2017. 

Cognitive miserliness 

The psychological feature that makes us most vulnerable to 

misinformation is that we are ‘cognitive misers. We prefer to use simpler, 

easier ways of solving problems than ones requiring more thought and 

effort. We’ve evolved to use as little mental effort as possible. 

This is part of what makes our brains so efficient: You don’t want to be 

thinking really hard about every single thing. But it also means we don’t 

put enough thought into things when we need to — for example, when 

thinking about whether something we see online is true. 

What to read next: “How the Web Is Changing the Way We Trust” by Dario Tarborelli of the 
University of London, published in Current Issues in Computing and Philosophy in 2008. 

 

 

https://www.researchgate.net/publication/315544161_A_Perspective_on_the_Theoretical_Foundation_of_Dual_Process_Models
http://nitens.org/docs/ior2008.pdf


Dual process theory 

Dual process theory is the idea that we have two basic ways of thinking: 

System 1, an automatic process that requires little effort; and System 2, an 

analytical process that requires more effort. Because we are cognitive misers, 

we generally will use System 1 thinking (the easy one) when we think we can 

get away with it. 

Automatic processing creates the risk of misinformation for two reasons. First, the easier something is to 

process, the more likely we are to think it’s true, so quick, easy judgments often feel right even when they 

aren’t. Second, its efficiency can miss details — sometimes crucial ones. For example, you might recall 

something you read on the internet, but forget that it was debunked. 

What to read next: “A Perspective on the Theoretical Foundation of Dual Process Models”  
by Gordon Pennycook, published in Dual Process Theory 2.0 in 2017. 

Heuristics 

Heuristics are indicators we use to make quick 

judgments. We use heuristics because it’s 

easier than conducting complex analysis, 

especially on the internet where there’s a lot of 

information. 

The problem with heuristics is that they often 

lead to incorrect conclusions. For example, you 

might rely on a ‘social endorsement heuristic’ — that someone you trust has endorsed (e.g.,  retweeted) a post 

on social media — to judge how trustworthy it is. But however much you trust that person, it’s not a completely 

reliable indicator and could lead you to believe something that isn’t true. 

As our co-founder and US director Claire Wardle explains in our Essential Guide to Understanding Information 

Disorder, “On social media, the heuristics (the mental shortcuts we use to make sense of the world) are missing. 

Unlike in a newspaper where you understand what section of the paper you are looking at and see visual cues 

which show you’re in the opinion section or the cartoon section, this isn’t the case online.” 

What to read next:  
“Credibility and trust of information in online environments: The use of cognitive heuristics” by Miriam 

J. Metzger and Andrew J. Flanagin, published in Journal of Pragmatics, Volume 59 (B) in 2013. 

Cognitive dissonance 

Cognitive dissonance is the negative experience that follows an 

encounter with information that contradicts your beliefs. This can lead 

people to reject credible information to alleviate the dissonance. 

What to read next: “‘Fake News’ in Science Communication: Emotions and Strategies of Coping with 
Dissonance Online” by Monika Taddicken and Laura Wolff, published in Media and Communication, 

Volume 8 (1), 206–217 in 2020. 

https://www.researchgate.net/publication/315544161_A_Perspective_on_the_Theoretical_Foundation_of_Dual_Process_Models
https://firstdraftnews.org/wp-content/uploads/2019/10/Information_Disorder_Digital_AW.pdf?x21167
https://firstdraftnews.org/wp-content/uploads/2019/10/Information_Disorder_Digital_AW.pdf?x21167
https://www.sciencedirect.com/science/article/abs/pii/S0378216613001768
https://www.cogitatiopress.com/mediaandcommunication/article/view/2495/2495
https://www.cogitatiopress.com/mediaandcommunication/article/view/2495/2495


 

Confirmation bias 

 

Confirmation bias is the tendency to believe information that confirms your existing beliefs, and to reject 

information that contradicts them. Disinformation actors can exploit this tendency to amplify existing beliefs. 

Confirmation bias is just one of a long list of cognitive biases. 

What to read next: “Confirmation Bias: A Ubiquitous Phenomenon in Many Guises” by Raymond 
Nickerson, published in Review of General Psychology, 2(2), 175–220 in 1998. 

Motivated reasoning 

Motivated reasoning is when people use their 

reasoning skills to believe what they want to 

believe, rather than determine the truth. The crucial 

point here is the idea that people’s rational 

faculties, rather than lazy or irrational thinking, can 

cause misinformed belief. 

Motivated reasoning is a key point of current 

debate in misinformation psychology. In a 2019 

piece for The New York Times, David Rand and 

Gordon Pennycook, two cognitive scientists based 

at the University of Virginia and MIT, respectively, argued strongly against it. Their claim is that people simply 

aren’t being analytical enough when they encounter information. As they put it: 

“One group claims that our ability to reason is hijacked by our partisan convictions: that is, we’re prone to 

rationalization. The other group — to which the two of us belong — claims that the problem is that we often fail 

to exercise our critical faculties: that is, we’re mentally lazy.” 

Rand and Pennycook are continuing to build a strong body of evidence that lazy thinking, not motivated 

reasoning, is the key factor in our psychological vulnerability to misinformation. 

What to read next: “Why do people fall for fake news?” by Gordon Pennycook and David Rand, 
published in The New York Times in 2019. 

https://en.wikipedia.org/wiki/List_of_cognitive_biases
https://www.researchgate.net/publication/280685490_Confirmation_Bias_A_Ubiquitous_Phenomenon_in_Many_Guises
https://www.nytimes.com/2019/01/19/opinion/sunday/fake-news.html
https://www.nytimes.com/2019/01/19/opinion/sunday/fake-news.html
https://www.nytimes.com/2019/01/19/opinion/sunday/fake-news.html


Pluralistic ignorance 

 

Pluralistic ignorance is a lack of understanding about what others in society think and believe. This can make 

people incorrectly think others are in a majority when it comes to a political view, when it is in fact a view held 

by very few people. This can be made worse by rebuttals of misinformation (e.g., conspiracy theories), as they 

can make those views seem more popular than they really are. 

A variant of this is the false consensus effect: when people overestimate how many other people share their 

views. 

What to read next: “The Loud Fringe: Pluralistic Ignorance and Democracy” by Stephan 
Lewandowsky, published in Shaping Tomorrow’s World in 2011. 

Third-person effect 

The third-person effect describes the way people tend to assume 

misinformation affects other people more than themselves. 

Nicoleta Corbu, professor of communications at the National 

University of Political Studies and Public Administration in 

Romania, recently found that there is a significant third-person 

effect in people’s perceived ability to spot misinformation: People 

rate themselves as better at identifying misinformation than others. 

This means people can underestimate their vulnerability, and don’t take appropriate actions. 

What to read next: “Fake News and the Third-Person Effect: They are More Influenced than Me and 
You” by Oana Ștefanita, Nicoleta Corbu, and Raluca Buturoiu, published in the Journal of Media 

Research, Volume. 11 3 (32), 5-23 in 2018. 

 
 

http://www.shapingtomorrowsworld.org/lewandowskypluraligno.html
https://journals.sagepub.com/doi/abs/10.1177/0267323120903686
https://pdfs.semanticscholar.org/c942/b8c0aba96883c26ec23df3ba60ee98bba6a4.pdf
https://pdfs.semanticscholar.org/c942/b8c0aba96883c26ec23df3ba60ee98bba6a4.pdf


Fluency 

Fluency refers to how easily people process 

information. People are more likely to believe 

something to be true if they can process it fluently — it 

feels right, and so seems true. 

This is why repetition is so powerful: if you’ve heard it 

before, you process it more easily, and therefore are more likely to believe it. Repeat it multiple times, and you 

increase the effect. So even if you’ve heard something as a debunk, the sheer repetition of the original claim can 

make it more familiar, fluent, and believable. 

It also means that easy-to-understand information is more believable, because it’s processed more fluently. As 

Stephan Lewandowsky and his colleagues explain: 

“For example, the same statement is more likely to be judged as true when it is printed in high- rather than low-

color contrast … presented in a rhyming rather than non-rhyming form … or delivered in a familiar rather than 

unfamiliar accent … Moreover, misleading questions are less likely to be recognized as such when printed in an 

easy-to-read font.” 

What to read next: “The Epistemic Status of Processing Fluency as Source for Judgments of 
Truth” by Rolf Reber and Christian Unkelbach, published in Rev Philos Psychol. Volume 1 (4): 563–

581 in 2010. 

Bullshit receptivity 

Bullshit receptivity is about how receptive you are to information that 

has little interest in the truth; a meaningless cliche, for example. 

Bullshit is different from a lie, which intentionally contradicts the 

truth. 

Pennycook and Rand use the concept of bullshit receptivity to 

examine susceptibility to false news headlines. They found that the 

more likely we are to accept a pseudo-profound sentence (i.e., 

bullshit) such as, “Hidden meaning transforms unparalleled abstract 

beauty,” the more susceptible we are to false news headlines. 

This provides evidence for Pennycook and Rand’s broader theory that susceptibility to false news comes from 

insufficient analytical thinking, rather than motivated reasoning. In other words, we’re too stuck in automatic 

System 1 thinking, and not enough in analytic System 2 thinking. 

What to read next: “Who falls for fake news? The roles of bullshit receptivity, overclaiming, 
familiarity, and analytic thinking” by Gordon Pennycook and David Rand, published in Journal of 

Personality in 2019. 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3339024/?otool=upennlib
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3339024/?otool=upennlib
https://onlinelibrary.wiley.com/doi/abs/10.1111/jopy.12476
https://onlinelibrary.wiley.com/doi/abs/10.1111/jopy.12476

