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Storage Management

lntroduction

ll rt pre than most other systems management processes, storage man-
I U I agement involves a certain degree of trust. Users entrust us with
the safekeeping of their data. They tmst that they will be able to access

their data reliably io acceptable periods of time. They brrst that, when
th"y retrieve it, it will be in the same state and condition as it was when
th"y last stored it. Infrastmcture managers trust that the devices th"y
purchase from storage-equipment suppliers will perform reliably and
responsively; suppliers, in turn, trust that their clients will operate and
maintain their equipment properly.

We will interweave this idea of trust into our discussion on the
process of managing data storage. The focus will be on four major areas:

t Capacity

r Performance

I Reliability

r Recoverabitty

Recoverabfity plays a fundamental role in disaster recovery. M*y
an infrastructure has felt the impact of not being able to recover yester-
day's data. How thoroughly we plan and manage storage in anticipation
of tomorrow's &saster maywell determine our success in recovery.

We begin with a formal definiflon of the storage management

Process and a discussion of desirable traits in a process orwner. We then
examine each of the four storage management areas in greater detail and
reinforce our discussion with examples where appropriate. We conclude

chapter with assessment worksheets for evaluating an infrastmc-
fure's storage management process.
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Definition of Storagie Management

storage Management

Storage management is a process used to optimize the use of storage
devices and to protect the integrity of data for any media on which it resides.

Optimizing the use of storage devices translates into making sure the
mzurimum amount of usable data is written to and read from these units
at an acceptable rate of response. Optimirirg tlese resources also means
ensuring that there is an adequate amount of storage space available
while guar&ng against having expensive excess amounts. This notion of
optimal use ties in to two of the main areas of storage management:
capacity and perfoilnance.

Protecting the integrity of data means that the data will always be
accessible to those authorized to it and that it will not be changed unless
the authorized owner specifically intends for it to be changed. Data
integrity also implies that, should the data inadvertently become inac-
cessible or destroyed, reliable backup copies will enable its complete
recovery. These explanations of data integrty tie into the other two main
areas of storage management: reliability and recoverability. Each of
these four areas warrants a section of its own, but first we need to discuss
the issue of process ownership.

Desired rraits of a storage Management process
Owner

The individual who is assigned as the owner of the storage

Process should have a broad basis of knowledge in several areas
to &sk space resources. These areas include applications, backup
tems, hardware configurations, and database systems. Due to
dynamic nafure of &sk-space management, the process owner
also be able to think and act in a tactical manner. Table Lz-l lists,
ority order, these and other desirable characteristics to look for
selecting this individual.
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Table 712-7. Prioritized Characteristics of a Storage Management Process Owner

Another issue to keep in mind when considering candidates for storage
management process owner is that the in&vidual's traits may also make
him or her a candidate to own other related processes-the person may
,lt""dy be a process owner of another process. The following four pri-
mary areas of storage management are directly related to other systems
management processes:

r Capacity planning

r Performance and torirg
r Change management

r Disaster recovery

The storage management process owner may be qualified to own
one or more of these other processes, just as an existing owner of any of
these other processes might be suitable to own storage management. In
most instances, these process owners report to t}e manager of technical
services, if they are not currently serving in that position themselves.

1. Knowledge of applications

2. Knowledge of backup systems

3. Knowledge of hardware configurations

4. Ability to think and act tactically

5. Knowledge of database systems

6. Ability to work with IT developers

7. Knowledge of systems softurare and components

8. Knowledge of software configurations

9. Ability to think and plan strategically

10. Ability to manage diversity

11. Knowledge of network software and components

12. Knowledge of deslctop hardware and softrvare

13. Knowledge of power and air conditioning systems

High

High

High

High

High

Medium

Medium

Medium

Medium

Low

Low

Low

Low

Characteristic Priority
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Storage management capacity consists of providing sufftcient data stor-
age to authorized users at a reasonable cost. Storage capacity is often
thought of as large quantities of disk farms accessible to servers or main-
frames. In fact, data storage capacity includes main memory and mag-

netic disk storage for mainframe processors, midrange computers,
workstations, servers, and desktop computers in all their various flavors.

Data storage capacity also includes alternative storage devices such as

optical &sks, maguetic drums, open reel magnetic tape, magnetic tape

cartridges and cassettes, digital audio tape, and digital linear tape. When
it comes to maximrnngthe efficient use of data storage, most efforts are

centered around large-capacity storage devices such as high-volume disk
arrays. This is because the large capacities of these devices, when left
unchecked, can result in poorly used or wasted space.

There are a number of methods to increase the utilization of large-

capacity storage devices. One is to institute a robust capacity planning
process across all of IT that will identify far in advance major disk space

requirements. This enables planners to propose and budget the most

cost-effective storage resources to meet forecast demand. Another more
tactical initiative is to monitor disk space usage to proactively spot

unplanned data growth, data fragmentation, increased use of extents,

and data that has not been accessed for long periods of time. There are a

number of tools on the market that can streamline much of this monitor-
ing. The important element here is the process, rather than the tool,
needs to be enforced to heighten awareness about responsible

that
&sk

space management.
The advent of the personal computer in the 1970s brought with it

the refinement of portable &sk storage (see Table l2-2) beginning *ith
the diskette or so-called floppy disk. Early versions were 8 inches wide,

retained data in absence of power), solid state, and used flash

More importantly, they consumed only 5 percent of the Power ofa
disk drive, were tiny in size, and were very portable. Users have

know these devices by various names, including:
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r Flash drives

r Key drives

r Pen drives

r Thumb drives

r USB keys

r USB memory keys

r USB sticks

r Vault drives

Table U2-2 Developments in Portable Disk Storage

- _ 
R"g_*dless of what th"y are called, th"y have proven to be very reli-

able and very popular.

U2'1, 3.S-lnch Floppy Disk "Reprint courtesy of lnternational Business
ines Corporation, copyrisht I nternationa I Business Machines Corporation',

. 
While magnetic disks are the most common type of storage device

within an infrastructure, magnetic tape is still an important pit of this
environment. Huge databases and data warehouses now command

1971

1976

1981

1987

2001

8-inch floppy disk

5.25-inch foppy disk

3.S-inch floppy disk

3.S-inch high-density foppy &sk

USB fash drive

80 hlobytes (KB)

36OKB

7aOKB

L.44megabytes (MB)

2 gigabytes (GB)

Year of lntroduction Common Name Maximum Capacity
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much of the attention of storage managers, but all this data is still prima-

rily backe.d-up to tape. Jusi as disk technolory has^advanced, the

increased data ""p""ii"r 
of t"p" have also evolved significantly over the

past few decades (see Table 12-3).

Table U2-3 Developments in Tape Storage

During the 1970s, nine-track magnetic tape density on 
1 

1,0 l/2-inch

open-reeli.,"r"ased from 800 bytes p"l incli lbpll to 1r999-bpi, which

,i", 
" 

capacrty increase from tOO megabytes (MB) to 200MB. Toward

the end of tn"t decade, the number of tracks per tape and bytes per track

tapes and their cost 1S important for storage management Process own-

ers who have to PIa, for backup windows estimated restore times and

onslte and offsite floor space for housing these tapes

10.5-inch open-reel0.5-inch tape at 800 bytes per

inch (bpi)

10.5-inch open-reelO.S-inch tape at 1600 bpi

5-inch cartridge 0.5-inch tape at 6250 bpi

Digital Linear Tape (DLT)

Advanced Intelligent TaPe (AIT)

1971

1978

1993

1996

2OOMB

98OMB

40GB

50GB

1OOMB1956

-

Year of
lntroduction Common Name

Maximum
Capacity

ffi
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Figure U2-2 Digital Linear Tape (DLT)

Storage ManaElement performance

There are a variety of considerations that come into play when configur-
ing infrastructure storage for optimal performan""l rh" followingilist
shows some of the most co--o., of thise. We will start with p".f6r--
ance considerations at the processor side and work our way orrt to th"
storage devices.

l. Size and type of processor main memory
2. Number and size of buffers
3. Size of swap space
4. Number and type of channels
5. Device controller configuration
6. Logical volume groups
7. Amount of disk iuray cache memory
8. Storage area networks (SANs)
9. Network-attached storage (NAS)

The first performance consideration is the size and type of main
memory. Processors of all hnds-from desktops up to mainframes-
l*.,e,"ir performance impacted uy t" ".no,rrri 

of main storage
installed in them. The amount can rrary from just a few megabytes fir
feslctggs 

to up to tens of grgabytes for *"i"rrornes. comprt"I.hip con-
figurations, particularly for servers, also vary from l2gMB to 256M8 to
forthcomf8 lcn memory chips. The density can influence the total
amount of memory that can be installed in a server due to the limitation
of physical memory slots.
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262 Chapter 12 Storage Mana$ement

In smaller shops, systems administrators responsible for selver soft-

ware may also 
"ot^figri" 

and manage main storage. In larger shops. disk

storage analysts lik+ interact witfr syst_ems administrators to configure

the enUr" ,1orrg" environment, including T*i, memo_ry for optimal

performance. Tf,ese two groups of analysts also normally go-nfer about

Luffers, swap space, and channels. The number and size of buffers are

calculated to maximize data-transfer rates between host processorS and

external disk units wit}out wasting valuable storage and cycles within the

processor. Similarly, swap space ii sized to minimize processing time by

providing the prop", ,"tio bf real memory space to disk sPace. A goo{

*1" of th'"-b ior-thir ratio used to be to size the swap space to be equal

to that of main memory but today this will vary depending on applica-

tions and platfonns.
Chaniels connecting host processors to disk and tape storage devices

vary as to their transfer speed, their technolory, and the ma;rimum num-

bei able to be attached to different plaforms. The number and speed o--f

the channels infuence perfo.tt att"e, resPonse, throughput, and costs. All

of these factors should be considered by storage management specialists

when designmg an infrastmcfure S channel configurations

Tape and disk controllers have variable bers irp, channelsof t
attaching them to their host processors,

deviCES attaching to their output ports

num
as well AS variable numbers of
Analysis needs to be done to

input channels and output devicesdete rlnlne the correct number of per

controller to ma:cimize perforlnance while still staying within reasonable

costs There are several Software analysis tools available to assist 1n this;

often the hardware suppliers can offer the Eeatest assistance

A Software methodology logical oolume grrup assemblescalled a

togethe r two or more physical disk volumes into one lo

performance reasons This 1S most commonly done on huge disk
mappin ab of

SCal grouping

uruts ASCS warehouses Thehousing datab or data

ical units 1nto logical grouPmgs 1mportant tasrk that almostis an

warrants the assistance of performance specialists

SUpplier other sourcesor

large

goal

from the

To
have

Because the

IM
SIzCS ofVATVIN ob cache memory.

prove performance disk transactions huge &sk arraFof

most from fast-andutilizing a VCry
exPense of the cache,

applications make ma)om umto
have the most frequendy accessed

of
tune the datab aseS and the
cache Their 1S to
databas e residin ob ln the cache Sophisticated Pre- fetch

parts



Storage Management Reliabil itv 263

determine which data is likely to be requested next and then initiate the
preloadinq of it into the cache. The e-ffectiveness of these algorithms
ge-atly influences the speed and perfonnance of the cache. Since the
cache is read first for all disk traniactions, ffnding the desired piece of
data in the cache-fo,r exaTple, a hit-greatly im[roves response times
by eliminating the relativellslow data tiansfer fri* physicil disks. Hit
ratios (hits versus misses) between g5 percent and st p"r""nt are not
uncommon for well-tuned databar"r *d applicatiorrr, tlii, high hit ratio
helps jrrtrfy the cost of the cache.

Two more recent developments in configuring storage systems for
optimal-performance are storage area networl" iseNri *h network

"Ti+"d storage (NAS). SAN is,a configuration enhancement that places
a high-spe-ed fiber-optic switch betweei servers and disk u-^yr-rfie two
pd*rry advantages.are spe{ and {elbility. NAS is similar in concept to
sAry- except that the switch in NAS is ieplaced by a network. rt i,
enables data to be shared between storage diric"s *i pro"essors across
a network. There is a more detailed discussion on ir" p".fonnance
aspects of these tnzo storage configurations described in chapter g,
"Performance and Tuning. "

Storage Managlement Reliabil itv

Robust storage-management implies that adequate amounts of disk stor-
age are available to users whenever they r""d- it and wherever they are.
However, the reliability of &sk equipment has always been a major con_
cern of hardware suppliers and customers alike. fhis 

"*ph"ri, on relia-
litity can be illustrated with a highly publicized anecdote^involving IBM
that occurred almost 30 years ago.

IBM had always been p.o,rd that it had never missed a first customer
ship date 

lor anl majorproduct_*_e" company's history. trr l"t" lgg0, it
announced an advanced new &sk drive (th" *oael SSSO) with a first cus-
tom,e1 thip_ date of October 198-1. Anticipation was high because this
model would have tightly packed tracks ,"itr, densely pit"a data, pro_
vidin_g record storage .ry"!1V at an affordable price.

r- whileperforming final lab testing in the ,.ir-". of 1gg1, engineers
&scovered that, unde, extremely."rE 

"orrditions, 
the redundant power

supply in the new model drive could intermittently malfunction. If
another set of con&tions occurred at the same time, a possible write

.a
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error could result. A team of engineering specialists studied the problem
for weeks but could not consistently duplicate the problem, which was

necessary to enable a permanent fix. A hotly contested debate ensued

within IBM about whether the should delay shipment until the problem

could be satisfactorily resolved, with each side believing that the oppos-

ing position would do irreparable damage to the corporation.- ffr" decision went to the highest levels of IBM management, who

decided th"y could not undermine the quality of their product 9. jgoP-

ardizethe reputation of their companyby adhering to an artificial sched-

ule with a suspect offering. In August, IBM announced it was delaying

general availa6ihV of its model 3380 disk drive system fo1 at least three

ironths, perhaps even longer if necessary.Wrll Street, industry analysts,

and inteiested observers held their collective breath, expecting major

fallout from the announcement. It never came. Customers were more

impressed than disappointed by IBM's acknowledgmgnt of the criticality

of disk drive reliability. Within a few months the problem was traced to a

power supply filter that was unable to handle rare voltage-fluctuations. It
foas esUmrt"d at the time that the typical shop using clean, or condi-

tioned, power had less than a one-in-a-million chance of ever experienc-

ing the set of conditions required to trigger the malfunction.

The episode served to strength", the notion of just how imPortant

reliable disk equipment was becoming. with
run huge corporate databases on which the

often depended, data storage reliability was of
turers began designing into their disk storage systems redundant

nents such as backup power sYstems, dual channel ports

controllers, and dual pathing between drives and controllers.

improvements significantly increased the reliability of disk and tape

age equPmen t, in some instances more than doubling the usual

yer mean time between failures (MTBF) for a disk drive. Even with
improved reliability, the drives were far from fault tolerant. If a shop

100 &sk drives-not uncommon at that time-it could expect an

age failure rate of one disk drive per week.

Fault-tolerant systems began appearing in the 1980s, a

which entire processing environments were duplicated in a hot

mode. These systems essentially never went down, making their

cost justifiable for many manufacturing companies with large,

worldorces, who needed processing capability but not much in

of databases. Most of the cost was in the processing part since

were relatively small and disk storage requirements were low.

there were other types of companies that had large coryorate

requiring large amounts of disk storage. The expense ofdu

=fl
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&sk farms all but put most of them out of the running for fault-tolerant
systems.

During this time, technological advances in design and manufactur-
ing drove down the expense of storing data on magnetic devices. By the
mid-1980s, the cost per megabyte of disk storage had plummeted to a
fraction of what it had been a decade earlier. Smaller, less reliable disks
such as those on PCs were less expensive still. But building fault-tolerant
disk drives was still an e4pensive proposition due to the complex soft-
ware needed to mn high-capacity &sks in a hot standby mode in concert
with the operating system. Manufacturers then started looking at con-
necting huge €urays of small, slightly less reliable and far less expensive
disk drives and operating them in a fault-tolerant mode that was basi-
crlly independent of the operating systems on which th"y ran. This was
accomplished by running a separate drive in the array for parity bits.

This type of disk configuration was called a redundant array of inex-
pensive disks (RAID). By the early 1990s, most disk drives were consid-
e_red inexpensive, moving the RAID Advisory Board to officially change
the I in RAID to independpnt rather than inexpensirse. Advar""s ard
refinements led to improvements in affordabiliry performance, and
especially reliability. Performance was improved by disk striping, which
writes data across multiple drives, increasing data paths and Lansfer
rates and allowing simultaneous reading and writing to multiple disks.
This implementation of RAID is referred to as level 0. RetiaLility was
improved through mirroring (level 1) or use of parity drives (levi 3 or
5). The result is that RAID has become the de facto standard for provid-
ing highly reli_able &sk-storage systems to mainframe, midranfe, and
clienUserver pladorms. Table lz4lists the five most common levels of
RAID.

1J24 RAID Level Descriptions

Disk striping for performance reasons

Mirroring for total redundancy

Combination of striping and mirroring

Striping and fault tolerance with parity on totally dedicated parity drives

Striping and fault tolerance with parity on nonassociated data drives

I

I

RAID Level Explanation

E!
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Mirroring at BAID level 1 means that all data is duplicated on sepa-

rate drives so that if one drive malfunctions, its mirrored drive maintains
unintemrpted operation of all read and write transactions. Software and
microcode in t}e RAID controller take the ffing drive offline and issue

messages to appropriate personnel to replace the drive while the array is
up and running. More sophisticated arrays notify a remote repair center
and arrange replacement of the &ive with the supplier with little or no
involvement of infrasb:ucture personnel. This level offers virrually con-
tinuous operation of all disks.

The combination of striping and mirroring goes by several nouren-
clatures, including:

r 0,1

r 0plus I
r 0+1

As its various names suggest, this level of RAID duplicates all data
for high reliability and stripes the data for high performance.

RAID level 3 stripes the data for perfornance reasons similar to
RAID level 0 and, for high reliability, assigns a dedicated parity drive on
which parity bits are written to recover and rebuild data in the event of a
data drive malfunction. There are usually two to four data drives sup-

ported by a single parity drive.
RAID level 5 is similar to level 3 except that parity bits are shared

nonassociated data drives. For example, for three data drives labeled
B, and C, the parity bits for data striped across drives B and C
reside on drive A; the parity bits for data striped across drives A
would reside on drive B; the parity bits for data striped across drives

and B would reside on drive C.

A general knowledge about how an application accesses data

help in determining which level of RAID to employ. For
relatively random access into the indexes and data files of a
database make them ideal candidates for RAID 0+1. The s

nature of log files would make them better candidates for just
alone. By understanding the different RAID levels, storage
process owners can better evaluate which scheme is best suited for
business goals, their budgetary targets, their expected service
their technical requirements.



Cold backup

Full volume backup

Full o{fline backup

Incremental backup

Incremental offiine baclorp

Online backup

Hot backup

Archive backup

Exporting ftles

Exporting files into binary, files

1. Physical full backup

4. Logical backup

2. Physical incremental backup

3. Physical online backup
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Storage ManaElement Recoverability

There are several methods available for recovering data that has been
altered, deleted, damaged, or otherwise made inaccessible. Determin-
ing the correct recovery technique depends on the manner in which the
datawas backed up. Table Lz-S lists four common types of data backups.
The first three are referred to as physical backups because operating sys-

tem software or specialized program products copy the data as it physi-
cally resides on the disk without regard to database structures or logical
organization-it is purely a physical backup. The fourth is called a logical
backup because database management sofhvare reads-or backs up-
logical parts of the database, such as tables, schemas, data dictionaries,
or indexes; the softrvare then writes the output to binary files. This may
be done for the full database, for individual users, or for specific tables.

Table M-S Types of Data Backups

Physical offline baclcups require shut down of all online systems,
applications, and databases resi&ng on the volume being backed up
prior to starting th" backup process. Performing several full volume
backups of high-capacity disk drives may take many hours to complete
and are normally done on weekends when systems can be shut down for
lgrg periods of time. Incremental backups also require systems and
databases to be shut down, but for much shorter periods of Ume. Since

Type of Backup Alternate Names

E==---.

:=..--



268 Ghapter 1il Storage Management

only the data that has changed since the last backup is what is_copied,

inciemental backups can uiually be completed within a few hours if
done on a nightly basis.

A physical online backup is a powerfirl backup technique that offers

two very valuable and distinct benefits:

I Databases can remain open to users during the backup Process.

r Recovery can be accomplished back to the last transaction

processed.

The database environment must be mnning in an archive mode for
online backups to occur properly. This means that fully nU:{ log files,

prior to being written over, are first written to an archive file. During
online backups, table files are put into a backup state one_ at a time to

enable the operating system to back up the data associated with_it. Any

changes madt during the backup process are temporarily- stored in log

files and then brouglt back to their normal state after that particular

table has been backed up
Full recovery accomplished by restoring the last fiil backup andIS

the incremental backuPS taken slnce the last tull backup and then doing

a forward recovery utilizinab the archive and log tapes For Oracle data-

bases the logging 1S referred to AS redo files; when these files are full,

th"y copied to archive files before being written over for continare

logging Sybase IBM ,
s Database 2 DB2 and Microsoft's SQL

have similar logsrg mechanisms using checkpoints and trans action

Logical backups are less complicated and more time consuming

pe.form. There 
"tL 

th."" advantages to performing logical backups

concert with physical backups:

file

I
oA. Small

clen

Exports can be made online enabling 2A7 applications

databas CS to remaln operational during &e copying process.

be exported and rmported,ofpofions a database can

tly enabling marntenance to be performed
required.

imported tabases or schemasExported data can be into da

on only the

higher version Ievel than the
ing at new softrvare levels.

3
original database allowing for

---i;i=-
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, Another approach to safeguarding data becoming more prevalent
today is the disk-to-disk backup. As the size of critical databases contin-
ues to Sow, and as allowable backup windows continue to shrink, there
are a number of advantages to this approach that help to justify its obvi-
ous costs. Among these advantages are:

r Signiffcant reduction in backup and recovery time. Copy-
ing directly to disk is orders of magnitude faster than copying to
tape. This benefit also applies to online backups, whic[; *hil"
allowing databases to be open and accessible during backup pro-
cessing, still incur a perfornance hit that is noticeably reduced
by this method.

r The stored copy can be used for other purlroses. These can
include testing or report generation which, if done with the orig-
inal data, could impact database performance.

r Data replication can be employed. This is a specialized ver-
sion of a disk backup in which the data is mirrored on one of two
drives in real time. At short specified intervals, such as every 30
minutes, the data is copied to an offsite recovery center. Data
replication is covered in more detai] in Chapter LT, "Business
Continuity."

r Help to cost justify tape backups. Copy-g the second stored
disk ftles to tape can be scheduled at any timi, provided it ends
prior to the beginning of the next &sk backup. It may even
reduce investment in tape equipment, which can offset the costs
of additional &sks.

^ ,A thor?"gh understandirg of the requirements and the capabilities
of data backups, restores, and recovery ii necessary for implerienting a
robust storage management process. Several other backup consideia-
tions need to be kept in mind when designing such a process-. They are as
follows:

. Backup window
Restore times
ExpiraUon dates
Retention periods
Recycle periods
Generation data groups
Offsite retrieval times

I
2
3
4.
D.

6.
l.

i:
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27O Chapter 1ll Storage Management

8. Tape density
9. Tape format
10. Tape packaging
11. SheHlife
12. Automation techniques

There are three key questions that need to be answered at the outset:

l. How much nightly backup window is available?
2. How long will it take to perform oightly backups?
3. Back to what point in time should recovery be made?

If the time needed to back up all the required data on a nightly basis
exceeds the offiine backup window, then some form of online baclarp
will be necessary. The method of recovery used depends on whether
data will be restored back to the last incremental backup or back to the
last transaction completed.

Expiration dates, retention periods, and recycling periods are
related issues pertaining to the length of time data is intended to stay in
existence. Weekly and monthly application jobs may create temporary
data files that are designed to expire one week or one month, respec-
tively, after the data was generated. Other files may need to be retained
for several years for auditing purposes or for government regulations.
Baclarp files on tape also fall into these categories. Expiration dates
retention periods are specified in the job-control language that
how these various files will be created. Recycle periods relate to
elapsed time before backup tapes are reused.

A generation data group (GDG) is a mainframe mechanism for
ating newversions of a data file &at would be similar to that created
backup jobs. The advantage of this is the ability to restore back to a
cific day with simple parameter changes to the job-control
Offisite retrieval time is the ma:rimum contracted time that
tape storage provider is allowed to physically bring tapes to the data
ter from the time of notification.

Tape densiry format, and packagng relate to characteristics that
change over time and consequently change recovery procedures.
refers to the compression of bits as th"y are stored on the tape; it
increase as technology advances and equipment is upgaded.
refers to the number and configuration of tracks on t}le tape.
refers to the size and shape of the enclosures used to house the

The shelf life of magnetic tape is sometimes
become problematic for tapes with retention periods exceeding

,.-;a
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six years. Tem_perafure, humidity, handhng, frequent changes in the
environment, the quality of the tape, and othe. faclors can infl''uence the
actual shelf life of-anrgrven tape, but five years is a good rule of thumb to
use for recopying long-1"tained tapes.

Mechanical tape loaders, automated tape library systems, and mov_
able tape rack systems can all add a degree if l"bo.-rarirrg automation to
the storage management process. es r,ilth any process automation, thor_
ough planning and process streamlining -rrt |recede the implementa-
tion of the automation.

Real Life
Request

Experience-Locking up Approval for a purchase

A primary defense contractor in Southern California maintained a huge tape
library with over 5o,oo0 open reel tape volumes hanging on overnead racks.
The lT operations manager requested new racks tnit would lock the tape
reels in place. His request was derayed by a lengthy approval process.
During this period, a major earthquake struck that shook the defense com-pany's facility to its core, damaging some of the data center, ir.l;dil;
tape library. lT personnel were stunned to see more than 12,000 tapJ voFumes scattered all over the floor, having come OisloOgeO fit, '1n"ilirp", racks.

". Ih?.lT operations manager had little difficulty getting his request for new,

.r]o.n,nt-*pe 
tape racks approved a few days later.

Assessing an lnfrastrueture's stora$e Management
Process

The worksheets^shown in Figures r2-3 and L24present a quick_and_
simple method for assessing the overall quality, 

"ffifi"rr"y, 
*d'"ff""ti*_

ness of a storage management process-. rhe first *ori.rh""t is used
without weighting factors, meaniig that all 10 categories are weighted
evenly for the assessment of a storage rapgement process. sampre rat-
ings are inserted to illustrate the use of tfre"*o.t sheet. In this case, the
storage management process scored a total of 22points for an overall non-
weighted assessmenticore of 55 percent. The second samplu (*"igrrt"a)
worksheet compiled aweighted assessment score of 50 p"ri"rri.

-a
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Storage Management Process-Assessment Worksheet

Process Owner DateOwnerts

Category Questions for Storage Management None
I

Small
2

Medium
3

Large
4

Executive
Support

To what degree does the executive sponsor show
support for the storage management process with
actions such as enforcing disk cleanup policies
and questioning needs for more space?

2

Process Owner

To what degree does the process owner exhibit
desirable traits, develop and analyze meaningful
metrics, and bring them to data owners'
attention?

2

2

To what degree are key customers involved in
the design and use of the process, particularly the
analysis and enforcement of metric thresholds?

Supplier
lnvolvement

To what degree are key suppliers, such as

hardware manufactures and software utility
providers, involved in the design of the process?

I

Service Metrics

To what degree are service metrics analyzed for
trends such as outages caused by lack ofdisk
space or disk hardware problems and poor
response due to fragmentation or lack of reorgs?

2

Process
Metrics

To what degree are process metrics analyzed for
trends such as elapsed time for backups, errors
during backups, and time to restore? 3

Process
lntegration

To what degree does the storage management
process integrate with other processes and tools
such as performance and tuning and capacity
planning?

3

To what degree is the storage management
process streamlined by automating actions such
as the initiation of backups, restoring of files, or
the changing of sizes or the number of buffers or
cache storage? ,

4Streamlining/
Automation

Training of
Statf

To what degree is the staff cross-trained on the
storage management process, and how well is the
effectiveness of the training verified?

2

To what degree is the quality and value of
storage management documentation measured
and maintained?

IProcess
Documentation

46Totals 2 10

Non-Weighted Assessment Score = 22 40

GrandTotal=2+10+6+4
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Figure L2-3 Sample Assessment Worksheet for Storage Management Process

Customer
lnvolvement

,__----:--:



Storage Management Process-Assessment Worksheet

Process Owner Owner's Date _
Rating ScoreQuestions for Storage Management WeightCategory

To what degree does the executive sponsor show
support for the storage management process with
actions such as enforcing disk cleanup policies and
questioning needs for more space?

3 2 6Executive
Support

2 6Process Owner
To what degree does the process owner exhibit
desirable traits, develop and analyze meaningful
metrics, and bring them to data owners' attention?

3

To what degree are key customers involved in the
design and use of the process, particularly the
analysis and enforcement of metric thresholds?

5 2 10
Customer
lnvolvement

To what degree are key suppliers, such as hardware
manufactures and software utility providers,
involved in the design of the process?

3 I 3
Supplier
lnvolvement

Service Metrics

To what degree are service metrics analyzed for
trends such as outages caused by either lack of disk
space or disk hardware problems and poor response
due to fragmentation or lack of reorgs?

5 2 10

Process
Metrics

To what degree are process metrics analyzed for
trends such as elapsed time for baclanps, errors
during backups, and time to restore?

3 3 9

Process
lntegration

To what degree does the storage management
process integrate with other processes and tools
such as performance and tuning and capacity
planning?

I 3 3

Streamlining/
Automation

To what degree is the storage management process
streamlined by automating actions such as the
initiation of backups, restoring of files, or the
changing of sizes or the number of buffers or cache
storage?

I 4 4

Training of
Staff

To what degree is the staff cross-trained on the
storage.management process, and how well is the
effectiveness of the 6xining verified?

3 ) 6

Process
Documentation

To what degree is the quality and value of storage
management documentation measured and
maintained?

3 1 3

TotaIs
Weighted Assessment Score = 60 / (30 x 4\:5gyo

30 22 60

Assessing an tnfrastructure's Storage Management Process 273

l.

., 
),] |

il
;.1

I
.t

,

I

I

,l
.---a4

l

:.

I

ffif,,ffif""f;essment 
worksheet for storage Management Process with

-



274 Chapter 12 Storage Management

One of the most valuable characteristics of these worksheets is that

th"y are customized to evaluate each of the 12 processes individually.

The worksheets in this chapter aPPly only to the storage management

process. However, the fundamental concepts appligd in using these eval-

i,ation worksheets are the same for all 12 disciplines. As a result, the

detailed explanation on the general use of these worksheets presented

near the end of Chapt er 7, 'Availability," also applies to the other work-

sheets in the book.-Please refer to that discussion if you need more

information.

Process

We can measure and streamline the storage management process with

the help of the assessment worksheet shown in Figure l2-3. We can

measure the effectiveness of a storage management process with service

metrics such as outages caused by either lack of disk space or disk hard-

ware problems and poor response due to fragmentation or lack of reor-

ganizations. Process metrics-such as elapsed time for backups

during backups, and time to restore-help us gauge the efficiency of

process. And we can streamline the storage management Process

automating actions such as the initiation of backups, restorin g of files,

the changng of sizes or the number of buffers or cache storage.

Summary

This chapter discussed the four major areas of the storage

process : capacity, performance, reliability, and recoverability. We

in our usual manner with a definition for this process and desirable

acteristics in a process owner. We then presented key information

each of the four major areas.

We looked at iechrriqrres to manage storage capacity from

strategic and tactical standpoint. A number of perforlnance

tions were offered to optimize overall data-transfer rates in

ity storage arrays . We next &scussed reliability and

are companion topics relating to data integrity, which is the most

cant issue in the Process of storage management.

Measurin$ and Streamlinin$ the Stora$e Mana$ement
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The discussion on reliability included an industry example of its
importance and how RAID evolved into a very effective reliability fea-
ture. A number of considerations for managing backups were included
in the discussion on recoverability. The customized assessment sheets
were provided to evaluate an infrastructure's storage management
process.

1
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Test Your Understanding

1. For disk controllers with cache memory the lower the hit ratio,
the better the performance. (Tme or False)

2. A physical backup takes into account the structures and logical
organization of a database. (True or False)

3. Which of the following is not an advantage of a disk-to-&sk
backup?

a. significantly reduces backup and recovery time
b. is less expensive than a disk-to-tape backup
c. helps facilitate data replication
d. the stored copy can be used for other pu{poses

4. The type of backup that uses database management software to
read and copy parts gf , database is called a

5. Describe some of the advantages and &sadvantages of storage
capacities becoming larger and denser.

SugJgfested Further Readings

1. htrp ://cs-exhibiUons. uni-klu. ac. aUindex.php ?id= 3 I 0
2. Storage Area Netusorks for Dummies; 2003; Poelker,

pher and Nihun, AIex; For Dummies Publishing
. www. bitpipe. com/tlist/D ata- Replication. html

Using SANs andNAS;2002; Preston, Curtis; O'Reilly Media
www. emc. com/products/systems/D MX_series.j sp
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